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REAL TIME ABANDONED BAG DETECTION USING OPENCV 
Atul Borkar, Dr. M. S. Nagmode, Dhaval Pimplaskar 

 

Abstract— Abandoned Object Detection is one of the important tasks in video surveillance system. This paper proposes a 
work related to automatic detection of abandoned and unknown objects using background subtraction, morphological opera-
tion and centroid method. The aim of the approach is to automatically recognize activities around restricted area to improve 
safety and security of the servicing area. The system takes as input from the camera, tracking and recognition results and fus-
es these into object estimation. A proposed algorithm for object tracking in video, based on image segmentation is proposed. 
With the image segmentation all objects in video can be detected whether they are moving or not by using segmentation re-
sults of successive frames. Consequently, the proposed algorithm can be applied to multiple movements.The algorithm was 
tested on real time video surveillance system and it produces very low false alarms and missing detection. This approach defi-
nitely provides security and detects the moving object in real time video sequence and live video streaming.  

Qualitative and quantitative results in terms of Detection Rate (DR), False Alarm Rate (FAR), success rate and aver-
age processing time per frame are given. The proposed algorithms are compared with the established methods based on sim-
ple difference and background subtraction. 

Index Terms— AOD-abandoned object detection, OpenCv, action detection, suspicious event detection, histogram 
equalization, DR, FAR, success Rate. 

 
——————————      —————————— 

1 INTRODUCTION                                                                     
 ecent terrorist attacks have highlighted the need of video   
surveillance at public places. Also early event detection is 
required to avoid disasters like fire. In last two decades, 

visual surveillance has attracted more and more researchers 
because of its tremendous application prospects. In most of 
the current setups, the recorded video has to be analyzed to 
reconstruct an event after the related alarming situation has 
been detected. Because of the sequential scanning of entire 
video time lapse between occurrence of event and action re-
quired to correct the flaw increases considerably. Therefore 
there is a need for the development of smart surveillance sys-
tem which will be able to automatically detect potentially 
dangerous situations. Researchers are working towards mak-
ing the video surveillance systems more versatile, by develop-
ing fast, reliable and robust algorithms for moving object de-
tection, classification, tracking and activity analysis [1]. 

In general an abandoned object is an object which is left at a 
particular place under surveillance and unattended over a 
period of time. Second, it should remain static in recent frames 
or for some time t. Detecting abandoned object is a very im-
portant in places like airports, railway stations, big shopping 
malls etc. where there is potentially high security threat. AOD 
is one of highly challenging task in video surveillance systems, 
lot of research is carried out to enhance and automate the sur-
veillance system.  

One of the major and important tasks in video surveillance 
system is to detect abandoned objects. The biggest challenge in 
abandoned Object Detection is classifying an object as aban-
doned object, the object which was not present previously in 

the scene may be an abandoned object and mostly the object 
becomes an abandoned object when it is carried by a person 
previously and it is unattended for a particular period of time 
which creates the potential threat [2]. 

Visual surveillance is an important computer vision re-
search problem. As more and more surveillance cameras ap-
pear around us, the demand for automatic methods for video 
analysis is increasing. Such methods have broad applications 
including surveillance for safety in public transportation, pub-
lic areas, and in schools and hospitals. Automatic surveillance 
is also essential in the fight against terrorism. In recent times 
there is lot of research done in field of abandoned object detec-
tion system for video surveillance systems with the human 
controlled or monitored CCTV systems. To improve the quali-
ty and the effectiveness of system various algorithms and 
techniques are suggested and implemented by researchers in 
various ways. But due to their complexity issues, the imple-
mentation was not so accurate using languages like Matlab, 
Java and the processing speeds of such a language are quit 
slowly. In this work the OpenCV tool is used with Microsoft 
visual studio 2008. The detailed algorithm is provided. In this 
research work absolute differencing method is used for back-
ground subtraction and histogram equalization is used for 
adjusting image intensities to enhance contrast. For security 
purpose it has become important to have in place efficient 
threat detection systems that can automatically detect and rec-
ognize potentially dangerous situations, and alert the authori-
ties to take appropriate action by raising alarm on right time. 
When a person left the bag in restricted area, the system itself 
analyzes and determines its most likely bag position, where 
the position is defined as the location where the bag into the 
scene is left unattended. Through successive frames, the sys-
tem keeps a lookout for the bag position and person position 
whose presence in the scene defines the status of the bag, and 
decides the appropriate course of action [3]. Automatic suspi-
cious bag detection systems can assist security personnel by 
providing better situational awareness, enabling them to re-
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spond to critical situations more efficiently.  

2 LITERATURE SURVEY 
Lots of work has been proposed for Abandoned Object De-

tection. The author of [4] proposed the method for detecting 
items of luggage left unattended at a busy train station in the 
UK. In this scenario, if an item of luggage is left unattended 
for more than 30s, an alarm should be raised. This is a chal-
lenging problem for automatic systems, as it requires two key 
elements: the ability to reliably detect luggage items and the 
ability to reliably determine the owner of the luggage and if 
they have left the item unattended.  

Almost all current methods for static suspicious object de-
tection are aimed at finding abandoned objects using a static 
camera in a public place, e.g., commercial center metro station 
or airport hall. Spengler and Schiele propose a tracking / sur-
veillance system to automatically detect abandoned objects 
and draw the operator’s attention to such events [1]. 

The object video surveillance system [5] keeps track of 
background regions which are stored right before they are 
covered by an abandoned object. This approach fails when the 
static objects stays long enough in the scene, which makes the 
matching more difficult due to differences in Lighting.  

Jianling et al [6] uses different background modeling 
technique with GMM for different scene type. In this ap-
proach, pixel variance of foreground in recent frames are 
found and pixels with robust variances lower than threshold is 
taken as suspected regions and connected component analysis 
is done and the abandoned object is detected using classifiers. 
To overcome this problem, Yingli et al [7] proposed a method 
that uses more than one GMM to describe the statistics of each 
pixel. When an abandoned object is detected, GMM model A 
with high learning rate would show the static object faster 
than GMM model B with low learning rate. In method [8], 
texture information is integrated into the foreground mask 
computation to enhance Mixture of Gaussian method and re-
gion growing is used. Another approach is proposed which 
uses two backgrounds as in [previous] and uses radial reach 
filter to enhance the foreground mask.  

The method which doesn’t use background modeling is 
very less. A method is proposed in [9] in which unattended 
and stolen object is detected based on the fusion of infor-
mation derived from three fast detectors. However, it exploits 
different types of information like shape, similarity, Contour 
similarity, background similarity. 

In this approach, we introduce a method to detect the aban-
doned objects in real time environment. For detection of object 
we are using absolute difference method [10]. Tracking of the 
object is analyzed with reference of centroid of foreground 
object. 

 
3  SYSTEM OVERVIEW 
Fig.1. shows the system block diagram. The system has four 
main modules: (a) background subtraction; (b) morphological 
operation; (c) object tracking; (d) action detection. First back-
ground subtraction is performed to detect any new object that 
may have entered the scene. After that we determine which 

person left bag in the scene. The final module differentiates 
between removed and abandoned objects. The system notifies 
the user of an abandoned object by raising an alarm.  

The following sections will elaborate on each of these 
steps. 
 

 
          Fig. 1 Block diagram of the proposed system 

 
The intelligent surveillance system consists of object detec-

tion, object features extraction, tracking and activity detection 
system is shown in figure.1. The proposed approach of whole 
system makes use of the observation. This system is able to 
distinguish moving and stopped foreground objects from the 
static background scene, track the objects and detect the unu-
sual activity. 

The computational complexity and the constant factors of 
the algorithms are important for video surveillance system. 
The selected algorithms for various problems in computer 
vision are affected by computational run time performance 
and their quality. Furthermore, our system uses the stationary 
camera. We initialize the system by giving the video imagery 
from a static camera where surveillance is provided. 

 
3.1  BACKGROUND SUBTRACTION 

Background subtraction is a critical part of object detection 
systems as its out came is fed to higher level processes such as 
object recognition and tracking and these processes rely heavi-
ly on the accuracy of background subtraction techniques. This 
method is particularly a commonly used technique for seg-
mentation in static camera. It attempts to detect moving re-
gions by subtracting the current image pixel -by- pixel from a 
reference background image. The pixels where difference is 
above a threshold are classified as foreground. After getting a 
foreground object, some morphological post processing opera-
tions such as dilation and erosion are performed to reduce the 
effects of noise and enhance the detected regions. 
 
3.2  ABSOLUTE DIFFERENCING METHOD 
We are taking absolute difference between background and fore-
ground image. We use a simple adaptive background subtraction 
technique where we threshold the absolute difference between a 
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new image at time t, V(x, y, t+1), and a ‘reference background 
image’ V(x, y, t) containing only the background. This technique 
is very sensitive to changing background conditions. 

Frame difference (absolute) at time t + 1 is 

  D (t+1) = |V(x, y, t+1) – V(x, y, t)|   …………… (1) 

Where, V is the velocity function of the moving object  

         x is the height of the foreground object 

         y is the width of the foreground object;  

          t is the time at which event occur. 

The background is assumed to be the frame at time t. 
This difference image would only show some intensity for the 
pixel locations which have changed in the two frames. 
Threshold is put on this image to improve the subtraction. The 
equation for that given below 

      |V(x, y, t) – V(x, y, t+1)| > Th        ……………… (2) 

Where, Th is threshold value  
Higher the velocity of the moving object greater will 

be the threshold value we have to set. 
 
 

3.3 HISTOGRAM EQUALIZATION  

Histogram equalization is a method in image pro-
cessing of contrast adjustment using the image's histogram. 
This method usually increases the global contrast of many 
images, especially when the usable data of the image is repre-
sented by close contrast values. Through this adjustment, the 
intensities can be better distributed on the histogram. This 
allows for areas of lower local contrast to gain a higher con-
trast. Histogram equalization accomplishes this by effectively 
spreading out the most frequent intensity values. The method 
is useful in images with backgrounds and foregrounds that are 
both bright or both dark. A key advantage of the method is 
that it is a fairly straightforward technique and an invertible 
operator. So in theory, if the histogram equalization function is 
known, then the original histogram can be recovered. The cal-
culation is not computationally intensive. A disadvantage of 
the method is that it is indiscriminate. It may increase the con-
trast of background noise, while decreasing the usable signal 
[13]. 
 Let’s assume that a given image has a continuous 
range of intensity levels from 0 to 1 and let p(r) be the proba-
bility density function (PDF) of the intensity levels. We pro-
ceed to perform the transformation:  

      S = T(r) = |p (w) dw   ………………….. (3) 
 
Gonzalez and Woods [12] show that the output of such a sys-
tem will have a uniform PDF at the output Po(s), thus 
 

 

 
 

 
                                                                                                                                                                                                                                                  
 
 
The result, then, will consist on an image whose intensity is 
distributed equally throughout the range, or, in other words, a 
high contrast image. From the equation, it is clear that T(r) is 
simply, the cumulative distribution function (CDF) of the sys-
tem. If instead of continuous signals, we are working with 
discrete intensity levels, then p (rj} is really the normalized 
histogram of the input image with j=0, 1, 2...L being the dis-
crete intensity levels and the transformation T (rk) is then 
known as the Histogram Equalization. Since we are working 
with discrete values, integration becomes summation and the 
transform function is then  

 
 
 ………….. (4) 
 

 
Where, nj is the number of pixels with the intensity level j and n 
the total number of pixels. 

Due to the discrete nature in the system, the output will 
not be completely uniform, although its dynamic range will in-
crease dramatically. The result after histogram equalization is 
shown below 

 
Fig.2 Results after Histogram equalization 
 

 
3.4  MORPHOLOGICAL OPERATION 

After histogram equalization, the morphological operation 
such as dilation and erosion are performing to get proper 
boundaries of foreground object.   

 The erosion of the binary image A by the structuring ele-
ment B is defined by 

 
 ……………….. (5) 
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Where, Bz, is the translation of B by the vector z, i.e. 
 
 

         ………… (6) 

When the structuring element B has a center (e.g., B is a 
disk or a square), and this center is located on the origin of E, 
then the erosion of A by B can be understood as the locus of 
points reached by the center of B, when B moves inside A.  

The erosion of A by B is also given by the expression 

 
  …………….………………. (7) 

The dilation of A by the structuring element B is defined by 

 ……….……………………….. (8) 

The dilation is commutative, also given by 

   
 …………………. (9) 

The dilation can also be obtained by 

 ……….. (10) 

Where, Bs denotes the symmetric of B, that is   

 …………………….… (11) 
 

 

 
 

 
 
 
 
 
 
 

     Fig. 3 Background subtraction before erosion 
 
 

 
          

Fig.4 Background subtraction after erosion 
 
 

3.5  EXTRACTING OBJECT FEATURE 

 
After segmentation of foreground regions, we extract 

the features of corresponding objects from the current image 
scene. These features are the size (Si) and center of mass (Ce) 
of the object. In order to estimate the size of the object we just 
calculate the number of pixels of foreground and to calculate 
the center of mass Ce= (xCi, yCi) of an object O, use the equa-
tion given in [6]. 

 

      ……………………. (12) 

Where, xi, is the location of white pixel on x Co-ordinate, 
             yi is the location of white pixel on y  Co-ordinate 
 

 
3.6  OBJECT TRACKING 

 
The objective of object tracking is to construct a corre-

spondence between objects in consecutive frames. Detection of 
objects for tracking in frame by frame is a significant and diffi-
cult problem. It is a crucial part for video surveillance system 
since without tracking the object, the system could not extract 
the information about objects and further higher level event 
analysis steps would be difficult. On the other hand, inaccu-
rate segmentation of foreground objects due to occlusions, 
shadow, and reflectance makes tracking a difficult and active 
research problem. 

An object level tracking algorithm is used in our vid-
eo surveillance system. We don’t track the object parts such as 
limbs of human, but track the object as a whole from frame to 
frame. In tracking step, the extracted information is adequate 
for most of the video surveillance applications.  

 
 
3.7  ACTIVITY RECOGNITION 

 
After successfully tracking the moving objects from 

one frame to another in a video, the problem of recognizing an 
event from scene follows naturally. Activity recognition in-
volves action recognition and description. Activity recognition 
can guide the development of object motion analysis systems. 
It is the most important area of future research in motion 
analysis. Activity recognition is to analyze the human motion, 
and give high level description of actions. 

The basic problem of activity detection is how to learn 
the reference action sequences, and how to effectively inter-
pret events. 

Terms appearing throughout the literature, such as 
"activity", "behavior", "action", "scenario", "gesture", and 
"event" are used to describe the same concepts. These concepts 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 11, November-2013                                                               664 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

have an ambiguous definition in literature. In this section the 
aim is to clarify these terms and propose a specific terminolo-
gy which we will use to describe specific work. Activity detec-
tion could either be an application in sports, where the activity 
could be defined as a goal. It could also be an application in 
the surveillance area like abandoning or carrying of bag or 
accident detection through traffic surveillance video or person 
following someone with irregular speed. 
 In this activity, the person is moving along with a bag. If the 
person left that bag in the scene and moving forward or backward, 
then find out the distance between two objects. If the distance 
between them is greater than certain threshold value then we alert 
the guard by visual/audible alert because suspicious activity 
found. Otherwise if the person moving along with bag then the 
activity results called as normal activity. 

4 ALGORITHM 
 
The process is in real time so provide the video stream from live 
Cam. Here we are using inbuilt web cam. The frame is grabbing 
from the video. If the frame capture is first frame then store it as 
background image and new frames are subtracted from it. After 
background subtraction we get raw foreground image contain only 
moving object. For preprocessing, foreground image is fed to ero-
sion and dilation operation. This processing removes the noise and 
gives us exact boundaries of foreground object. Applying thresh-
old to image, if difference between these is greater than threshold 
value then foreground object is detected otherwise no foreground 
object is found. 

 After getting the foreground object, measure the height width 
of foreground object and find out the centroid of the image. Object 
is tracking with the reference of centroid. With the help of cen-
troid we can find out the position of the object in the scene. 

 The most important step in system is to analyze the activity. 
For that we have to initialize the minimum and maximum limit of 
the x-coordinate. When person left an object in the scene and 
move away from it then calculate the distance between two ob-
jects. If the distance between these two is greater than some 
threshold value then alerts an authorized person with visual/ audi-
ble alert.   

 The experimentation is done using OpenCV 2.3 with Mi-
crosoft visual studio on windows platform. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

  

 

 

 

 

       
       
       
       
      
       
  
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
    
 
 
 
 
 
 
 
 

 

  

 

   

 Fig.5 algorithm of proposed system 
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5 RESULT 
 
Qualitative analysis: 
 

 
Fig. 6 Normal activity detected when Person moving with a bag 
and doesn’t left the bag 
 

Here a person moving along with the bag and he doesn’t 
left the bag in the scene so it is normal activity. That activity re-
sults shown by 00000000000000000000 and printing not detect-
ed. 
 

 

Fig.7 Result of suspicious activity detected for abandoned bag 
detection 
 
 Here a person moving along with the bag. He left the bag in 
the scene and moving away from the bag, so it is suspicious ac-
tivity. That activity results shown by 1111111111111111111111 
and printing suspicious detected with blinking the screen. 

Quantitative analysis: 

Quantitative analysis is done using two metrics viz. 
Detection Rate (DR) and False Alarm Rate (FAR). These met-
rics are calculated based on following parameters- 
 
TP (true positive): detected regions that correspond to suspi-
cious bag detection. 

 
FP (false positive): detected regions that do not correspond to 
suspicious bag detection. (also known as false alarms).  
 
FN (false negative): suspicious bag not detected (also known as 
misses).  
 
 
These scalars are combined to define the following metrics:  
 

DR = TP / (TP +FN) ………………………….. (13)  

FAR = FP / (TP+FP) ………………………...... (14)  

Success Rate (%) = DR / (DR + FAR) ……….. (15)  

 
 

Table 1 
Processing time 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Results of abandoned bag detection for different envi-

ronment based on above metrics. 
 
 

Table 2 
DR, FAR, success rate 

Sr. No Different Envi-
ronment 

Processing Time 
of each frame 
(ms) 

1 Environment 1 26 

2 Environment 2 21.3 

3 Environment 3 23 

4 Environment 4 22.2 

5 Environment 5 18.4 

           Environment 
 
Parameter 

1 
 

2 
 

3 
 

  4 
 

5 
 

TP 54 54 54 60 60 

TN 1 2 4 3 3 

FP 0 2 3 1 3 

FN 1 0 3 1 1 

DR 98.18 100 94.73 98.36 98.36 

FAR 0 3.57 5.26 1.64 4.76 

Success Rate 100 96.55 94.73 98.36 95.38 
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          Fig. 8 Processing time graph 

6. CONCLUSION 
 

In this paper, we presented methods for detecting irregular-
ity in a video surveillance system. We implemented the sys-
tem which automatically detected suspicious activity. The 
proposed object tracking method successfully tracks the whole 
body objects in consecutive frames but handling Occlusion 
problem is difficult. 
 Our system is designed for unusual activity detection 
task for single person in the real time. The implementation of 
this approach runs at 25-30 frames per second. The application 
is implemented in C++ using OpenCV library in Windows 
environment with a single camera view. The methods we pre-
sented for video surveillance system show promising results 
for activity. 
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